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Hi. My name is John Schulman, and this presentation is based on joint work with Alex Lee, Jonathan Ho, and Pieter Abbeel.
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Tracking Deformable Objects with Point Clouds

John D. Schulman, Alex X. Lee, Jonathan Ho, Pieter Abbeel

Abstract— We introduce an algorithm for tracking de-
formable objects from a sequence of point clouds. The proposed
tracking algorithm is based on a probabilistic generative model
that incorporates observations of the point cloud and the
physical properties of the tracked object and its environment.
We propose a modified expectation maximization algorithm
to perform maximum a posteriori estimation to update the
state estimate at each time step. Our modification makes it
practical to perform the inference through calls to a physics
simulation engine. This is significant because (i) it allows for
the use of highly optimized physics simulation engines for the
core computations of our tracking algorithm, and (ii) it makes
it possible to naturally, and efficiently, account for physical
constraints imposed by collisions, grasping actions, and material
properties in the observation updates.

Even in the presence of the relatively large occlusions
that occur during manipulation tasks, our algorithm is able
to robustly track a variety of types of deformable objects,
including ones that are one-dimensional, such as ropes; two-
dimensional, such as cloth; and three-dimensional, such as
sponges. Our implementation can track these objects in real
time.

I. INTRODUCTION

Most objects we interact with in our everyday lives, such
as food, clothing, paper, and living creatures, are deformable.
In order to teach robots to make us breakfast, tidy up our
rooms, or assist in surgical operations, we need to enable
them to perceive and control these objects in unstructured
environments.

Due to the high dimensionality of the state spaces of
deformable objects, perceiving deformable objects is much
more difficult than perceiving rigid objects. Often, self-
occlusions make it impossible to infer the full states of
deformable objects from a single view. In addition, many de-
formable objects of interest lack distinguishable key-points.

We present a new probabilistic approach for tracking
deformable objects, inspired by (i) New high frame-rate 3D
sensory capabilities provided by RGB-D cameras such as
the Microsoft Kinect and by (ii) Advances in algorithms for
computer simulation of physics and in modern computational
capabilities, which together enable real-time simulation of
deformable objects in general-purpose physics simulators.
Our approach defines a probabilistic model for the object
and environment dynamics, as well as for the sensory mea-
surements, and we provide an efficient algorithm to perform
the probabilistic inference in this model.

Department of Electrical Engineering and Computer Science, University
of California, Berkeley, Berkeley, CA 94709.

Fig. 1: The left panels show camera images of the tracked
objects, and the right panels show renderings of our state es-
timates. Note that the viewpoints are different; our algorithm
infers the 3D configuration of the object.

A summary of our contributions is as follows:
• A new probabilistic observation model that addresses

unknown point correspondences and occlusions.
• A modified EM algorithm to perform inference in this

model: We show how the probabilistic inference for
finding the maximum a posteriori estimate of the state
at each time step can be performed through calls to the
physics-based simulation. This is significant because (i)
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In this work, we address the problem of continuously estimating the state of a deformable object
This is a hard problem because the object may be mostly occluded by itself or the arms of a human or robot that’s manipulating it.
We can deal with these ambiguities by having a good dynamics model and ensuring that the object follows a physically plausible trajectory. 

The images here show some of the objects we can track with our method--the top row shows the RGB images from the Kinect, and the bottom shows a rendering of the state 
estimate from our tracking algorithm.
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Fig. 7. Bottom: Stereogram of a bent piece of paper. Below: 
Surface reconstruction from the outline of the paper matched 
using stereo snakes. The surface model is rendered from a 
very different viewpoint than the original to emphasize that it 
is a full 3D model, rather than a 2SD model. 

single stereo snake on the outline of a piece of 
paper. The surface is rendered from a very dif- 
ferent viewpoint than the original to emphasize 
that a 3D model of the piece of paper has been 
computed rather than merely a 2.5D model. 

4.2 Motion 

Once a snake finds a salient visual feature, it 
‘locks on.’ If the feature then begins to move 
slowly, the snake will simply track the same local 
minimum. Movement that is too rapid can cause 
a snake to flip into a different local minimum, 
but for ordinary speeds and video-rate sampling, 
snakes do a good job of tracking motion. Figure 8 
shows eight selected frames out of a two-second 
video sequence. Edge-attracted snakes were in- 
itialized by hand on the speaker’s lips in the first 
frame. After that, the snakes tracked the lip 
movements automatically. 

The motion tracking was done in this case 
without any interframe constraints. Introducing 
such constraints will doubtless make the tracking 

Fig. 8. Selected frames from a 2-second video sequence show- 
ing snakes used for motion tracking. After being initialized to 

the speaker’s lips in the first frame, the snakes automatically 
track the lip movements with high accuracy. 
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Now I’m going to give a brief background on some of the methods we build on, starting with energy minimization methods, which were pioneered by Kass, Terz, and Witkin in the 
late 80s.

From now on, x is going to denote our state estimate, configuration of a physical model, and y will denote the image or point cloud data.

One defines an internal energy, which discourages bending and stretching of the model, and an external energy, which encourages the model to match up with the image.

People have extended these energy minimization ideas in lots of different directions, exploring different physical models, different methods for finding correspondences, and 
different optimization schemes.
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(a) Reprojected spline C with control points and indication of the center.

(b) Different 3D view of spline C.

Fig. 5. Illustration of the tracking on two sequences. A complete performance can be seen in the illustrative video.

Fig. 6. Example of automatic thread cutting by the 3rd instrument with the automatic scissors command.

In the experiments, we use thin threads of 6-8cm. The use
of longer threads will generate larger deformations, possibly
including loops. In future work, we plan to address these
situations and to perform further experiments on endoscopic
images. We also plan to investigate the use of non-uniform
discrete sets of labels to fasten the optimization and better
discretize the search space. Finally, fine manipulation tasks
are usually constrained by the task objective and the physical
environment. Prior on the deformations could therefore be
learned from several recordings of the same task and be
used to further improve the tracking accuracy and fasten the
optimization.
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Fig. 1. Tracking a spinnaker with either one or two cameras. (a) and (b) Two synchronized images from independently moving cameras with recovered spinnaker
reprojection. (c) Tracking using only one camera. Note that once reprojected on the images, the results are almost indistinguishable. (d) Three-dimensional results with
two cameras. Both camera positions are also retrieved. (e) Superposed 3D shapes retrieved using either one (red) or two (blue) cameras. Note that both shapes are very
similar, which indicates that the deformation model provides a good approximation when data are missing. See video submitted as supplementary material, which can be
found at http://computer.org/tpami/archives.htm.

Fig. 2. Tracking a deforming sheet of paper and T-shirt. In both cases, we show the deformed 3D mesh overlaid on the original images in the top row and then seen from

a different viewpoint in the bottom row.

Fig. 3. Tracking an extensible surface undergoing anisotropic deformations. In the top row, we show the original images and, in the bottom row, we overlay the recovered
3D grid that stretches appropriately.
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Abstract

We present an approach to robustly track the geometry
of an object that deforms over time from a set of input point
clouds captured from a single viewpoint. The deformations
we consider are caused by applying forces to known loca-
tions on the object’s surface. Our method combines the use
of prior information on the geometry of the object modeled
by a smooth template and the use of a linear finite element
method to predict the deformation. This allows the accu-
rate reconstruction of both the observed and the unobserved
sides of the object. We present tracking results for noisy
low-quality point clouds acquired by a stereo camera and a
Kinect sensor, and simulations with point clouds corrupted
by different error terms. We show that our method is also
applicable to large non-linear deformations.

1. Introduction
The accurate acquisition of physical objects has numer-

ous applications in the entertainment industry and in inspec-
tion systems. While there exist commercial systems for dig-
itizing rigid objects, the acquisition of deforming objects re-
mains a challenge due to the complex changes in geometry
over time. A rigid object can be scanned sequentially from
multiple viewpoints to accurately capture the complete sur-
face, whereas scanning the entire surface of a deforming ob-
ject would require a complex and expensive physical setup
involving multiple synchronized sensors, which may still be
subject to occlusions.

Recently, several techniques were proposed that solve
this problem by using a template shape as a geometric and
topological prior for the reconstruction and by deforming
the template to fit to the observed data [7, 25, 11, 5]. In
some of these methods, the observed data comes from a set
of single-view scans. The assumption of input from a sin-
gle viewpoint is useful due to the simplicity of acquiring
this type of data. Template-based tracking approaches are
shown to lead to visually pleasing results for numerous ex-
amples. However, the deformation of the unobserved side
of the object is generally only guided by a smoothness cost.

Figure 1. Influence of FEM step after 26 frames. The left shows
the input data and the right shows the results. The result using
only the tracking step is visualized in green, and the result using
tracking and FEM is visualized in blue.

We combine a tracking-based approach with fitting a vol-
umetric elastic model to improve the estimation of the unob-
served side of the object. We employ a linear finite element
method (FEM) to solve for physical deformations when a
given force is applied. Our method proceeds in two steps:
First, we use a tracking approach to deform the template
model. Second, we use the offsets of the observed vertices
of the template mesh found using the tracking step in a FEM
to predict the offsets of the unobserved vertices. Hence,
rather than smoothly deforming the unobserved side of the
model, we deform the unobserved side by taking into ac-
count volumetric information. We repeatedly linearize the
deformation in the FEM at its current deformation state.
Note that our method allows for tracking data acquired us-
ing single, multiple, or moving viewpoints.

While deformable models have been introduced to com-
puter vision and computer graphics 30 years ago [21], we
combine modern non-rigid template-based tracking with a
volumetric elastic model for completion of the deforma-
tion at the unobserved side only. Our major contributions
are therefore: (a) the use of a FEM-based model to deform
the unseen side leading to more physically plausible results
than by using a smoothness cost in the template-based track-
ing, and (b) tracking linear and non-linear deformations by
repeatedly linearizing the FEM model at its current defor-
mation state.

2. Related Work
We review relevant work related to tracking surfaces and

predicting shape deformations using finite element models.
Tracking. Computing the correspondence between de-
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Now I’m going to give a brief background on some of the methods we build on, starting with energy minimization methods, which were pioneered by Kass, Terz, and Witkin in the 
late 80s.

From now on, x is going to denote our state estimate, configuration of a physical model, and y will denote the image or point cloud data.

One defines an internal energy, which discourages bending and stretching of the model, and an external energy, which encourages the model to match up with the image.

People have extended these energy minimization ideas in lots of different directions, exploring different physical models, different methods for finding correspondences, and 
different optimization schemes.
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for reference i’m putting energy minimization methods up on the right here
in their simplest form, the probabilistic methods are equivalent
rather than minimizing energy, you maximize e to the negative energy

But in addition, we can now define rich models of noise and uncertainty, in particular, we can introduce unobserved variables z for correspondences--meaning, what parts of the 
object correspond to what observations

The three references on the bottom of the slide are some nice examples of using probabilistic models for solving registration problems involving deformable objects.
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for reference i’m putting energy minimization methods up on the right here
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rather than minimizing energy, you maximize e to the negative energy

But in addition, we can now define rich models of noise and uncertainty, in particular, we can introduce unobserved variables z for correspondences--meaning, what parts of the 
object correspond to what observations

The three references on the bottom of the slide are some nice examples of using probabilistic models for solving registration problems involving deformable objects.
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The three references on the bottom of the slide are some nice examples of using probabilistic models for solving registration problems involving deformable objects.
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ẋ / r
x

E
total

(x,y) (4)

min
x

E
total

(x,y)(x,y) (5)

p(x) / e�E
internal

(x)

(6)

p(y|x) / e�E
external

(x,y)
(7)

p(x|y) / p(x,y) / e�E
total

(x,y)(x,y)
(8)

p(x,y) = p(x)p(y|x) / e�E
internal

(x)�E
external

(x,y) = e�E
total

(x,y)

(9)

p(y|x) =
X

z

p(z|x)p(y|x, z) (10)

p(x,y) / e�E
internal

(x)e�E
external

(x,y)
(11)

p(x,y) /
X

z

e�E(x,y,z)
(12)

z

x

y

mk =

P
n ↵nkckP
n ↵nk

(13)

z:	
  correspondences

Energy minimization methods

E
total

(x,y) = E
internal

(x) + E
external

(x,y) (1)
min

x

E
total

(x,y) (2)

p(x,y) / e�E
internal

(x)e�E
external

(x,y) (3)
max

x

p(x,y) (4)

p(x,y) /
X

z

e�E(x,y,z) (5)

(6)

E
total

(x,y) = E
internal

(x) + E
external

(x,y) (7)
min

x

E
total

(x,y) (8)

z

x

y

mk =

P
n ↵nkckP
n ↵nk

(9)

m

1:K  argmax

m

1:K

[Lq(m1:K) + log p(m
1:K)] (10)

fk = ⌘r
mk

L(m
1:K) / ⌘

X

n

↵nk(cn �mk) (11)

(12)

argmax

m

1:K

p(m
1:K , c1:N). (13)

E
total

(x,y) = E
internal

(x) + E
external

(x,y) (1)
min

x

E
total

(x,y) (2)

p(x,y) / e�E
internal

(x)e�E
external

(x,y) (3)
max

x

p(x,y) (4)

p(x,y) /
X

z

e�E(x,y,z) (5)

(6)

E
total

(x,y) = E
internal

(x) + E
external

(x,y) (7)
min

x

E
total

(x,y) (8)

z

x

y

mk =

P
n ↵nkckP
n ↵nk

(9)

m

1:K  argmax

m

1:K

[Lq(m1:K) + log p(m
1:K)] (10)

fk = ⌘r
mk

L(m
1:K) / ⌘

X

n

↵nk(cn �mk) (11)

(12)

argmax

m

1:K

p(m
1:K , c1:N). (13)

Thursday, July 4, 13
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But in addition, we can now define rich models of noise and uncertainty, in particular, we can introduce unobserved variables z for correspondences--meaning, what parts of the 
object correspond to what observations

The three references on the bottom of the slide are some nice examples of using probabilistic models for solving registration problems involving deformable objects.
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Figure 4: Example of a thinned graph superimposed to the origi-
nal scan left) and before and after adjustment (right). Thinning is
necessary to perform the optimization efficiently.

3.4 Efficient Variable Resolution Optimization
The main problem with the approach so far is its enormous
complexity. The number of variables involved in the opti-
mization is orders of magnitude larger than in scan registra-
tion. This is because the target functionH is a function of all
measurement points ⇡ and orientations r, whereasG has only
the vantage points x as its arguments. The matrixB

[n] in (23)
is, thus, a (sparse) matrix with many thousand dimensions.
To tackle such problems efficiently the optimization is re-

duced to a sequence of nested optimization problems. In a
first step, scans are analyzed for connected components (re-
gions without large disparities); links exist only between con-
nected components in each scan; hence H factors naturally
into different subproblems for different connected compo-
nents. Next, the resulting scan patches are thinned. Thin-
ning proceeds by identifying a small number of representa-
tive landmark measurements that are approximately equally
spaced. This computation is performed by stipulating a grid
over the scan (in workspace coordinates), and selecting mea-
surements closest to the center points of each grid cell. An all
point shortest path search then associates remaining measure-
ments with landmark measurements. The optimization is first
performed for the thinned scan; after the landmark scans are
localized (and the corresponding coordinate transformation
are computed), the remaining measurements are optimized
locally, in groups corresponding to individual landmark mea-
surements. Smoothness is attained by using multiple land-
mark measurements as boundary conditions in this optimiza-
tion. Figure 4 shows an examples of a thinned graph, for
which the optimization can be carried out in seconds.

4 Setup and Experimental Results
Our approach was implemented using a mobile robot, in an
attempt to acquire 3D models of non-stationary objects. In a

start loop #1 loop #2 loop #3
moving arms
scan 1 2.3266 0.8993 0.7986 -
scan 2 2.5320 0.8704 0.8001 -
stretched body
scan 1 1.9369 1.2915 1.2008 1.1975
scan 2 2.5087 1.2964 1.2220 1.2120

Table 1: Average distance to the closest points to the matched model
after scan registration. The decrease of this distance measures the
improvement of the model through local surface deformations.

Figure 5: 2D map, object (center) and four different vantage points.

technique adopted from [11], we first acquired a map of the
environment (see Figure 5). Non-stationary objects were de-
tected through differencing of scans, using the robot’s local-
ization routines to get a rough estimate of this pose. Figure 2b
illustrates the segmentation process. Red scans are retained
while the black scans are assumed to correspond to the back-
ground and are henceforth discarded.
Figure 6 illustrates one iteration of the algorithm in all es-

sential steps, using data acquired by the robot. Results for
matching three scans with different postures are shown in Fig-
ure 7(a-b). While the standard registration procedure leads to
a model with six arms, our approach correctly deforms the
scan to arrive at an improved model, with two arms. A sim-
ilar result is shown in Figure 7(c-g), which shows three raw
scans on the left, followed by the result of (rigid) scan reg-
istration and the result of our approach. Another example is
the chair in Figure 8(a-d) scanned in different heights. The
standard registration will lead to multiple feet, our approach
correctly aligns them. Table 1 shows the cumulative distance
between points in the nearest neighbor calculation. The value
marked as “start” is the result of an initial registration phase,
reflecting the remaining distances under the rigid body as-
sumption. All other columns correspond to further iterations
of our algorithm as it adjusts the shape of the scans. This re-
sult illustrates numerically the integrity of the result is indeed
improved by iterate the process.

5 Discussion
This paper proposed a technique for simultaneous scan reg-
istration and scan deformation for modeling nonrigid objects.
The deformation was made possible through the definition of
(soft) links between neighboring scan points, whose config-
uration was calculated during registration. To tackle the re-
sulting optimization problem efficiently, we described a hi-
erarchical optimization techniques that operated on thinned
graphs. Experimental results obtained using a mobile robot
illustrated the viability of this approach.
There are many problems in object modeling that this pa-

per does not address, but whose inclusion shall be the subject
of future research. For example, the present segmentation ap-
proach is somewhat simplistic: It will fail if more than one
non-stationary object appears in the scene. The approach re-
quires deformations to be small, and the target object may
not move very far during acquisition. Objects are not sub-
segmented. This will cause difficulties when components of
objects are adjacent to different other components, or missing
entirely, which can happen if components are combined and

this remains the case even when the numbers of outliers far exceeds the number of
true data points.

5.3. Large deformation examples

From the synthetic experiments, it appears that RPM can recover large deforma-
tions to some extent. A natural question then is how large a deformation can RPM
successfully recover. To answer this question, we conducted a new experiment.

We hand-drew a sequence of 12 caterpillar images. The caterpillar is first supine.
Then it gradually bends its tail toward its head. Further into the sequence, the

Fig. 5. Experiments on deformation. Each column represent one example. From left to right, increasing
degree of deformation. Top row: warped template. Second row: template and target (same as the warped
template). Third row: ICP results. Bottom row: RPM results.
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Fig. 3. Results on the Basketball Sequence. Note that wrong geometry, missing data
and fast motion have a limited impact on our tracking algorithm.
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for reference i’m putting energy minimization methods up on the right here
in their simplest form, the probabilistic methods are equivalent
rather than minimizing energy, you maximize e to the negative energy

But in addition, we can now define rich models of noise and uncertainty, in particular, we can introduce unobserved variables z for correspondences--meaning, what parts of the 
object correspond to what observations

The three references on the bottom of the slide are some nice examples of using probabilistic models for solving registration problems involving deformable objects.
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To summarize the key challenges, on the observation modeling side, we need to acount for unknown correspondences, noise and occlusions
on the other hand, we have all these physical constraints to enforce, for example, no collisions, no stretching

Probabilistic models have excelled at the observation models, and the energy based methods have excelled at enforcing physical constraints.
But really we’d like to get the best of both worlds.

The the approach I’ll present will address all of these challenges through the following contributions:
It uses a probabilistic model that captures all of these factors
[read slide]
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Our approach can work with a wide ragne of physical models-1d,2d,3d models
the algorithm assumes some image and point cloud processing has happened, which distinguishes between object and bacground
but it’s not assumed to be perfect
here’s a typical example of what comes out of the preprocessing
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Now I’ll describe the probabilistic generative model for the observations.  Let’s assume this here is the state of the object, and let’s see how we can generate an observation.

First we need to see which parts are visible, and we have these variables v1,v2,v3 indicating whether x1,x2,x3 are visible.

Then we generate variable z1 which tells us for our first observation which one of x1,x2,x3 is going to be observed
All of x1,x2,x3 are visible, so it could pick any one of them, and in this example it happened to pick x1 so it’s 1,0,0
the sensor is noisy, so we get x1 + some gaussian noise, which results in our first measurement y1

this process is now repeated
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Here’s the problem we’re trying to solve--we’re trying to find the most probable state x, and we’ve marginalized out the latent variables z
The standard way to solve problems like this is to use the em algorithm: 
you alternate between the e step, where you calculate the posterior distribution of the latent variables z
and the m step, which uses the calculated distribution over z to update x
that doesn’t work for the tracking problem because that would violate the physical constraints.
so let’s reexamine the m step and see what we can do.
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Here’s the problem we’re trying to solve--we’re trying to find the most probable state x, and we’ve marginalized out the latent variables z
The standard way to solve problems like this is to use the em algorithm: 
you alternate between the e step, where you calculate the posterior distribution of the latent variables z
and the m step, which uses the calculated distribution over z to update x
that doesn’t work for the tracking problem because that would violate the physical constraints.
so let’s reexamine the m step and see what we can do.
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For your reference, here’s the standard M step

The key insight we use is can do this constrained minimization by repeatedly applying forces to our object model in simulation, where the forces are 
based on gradient of the objective.
if you move to the maximum this way, you can enforce the physical constraints in your optimization

The steps taken by this minimization procedure have a physical interpretation: these are the dynamics you obtain if you have a physical system where 
the -A is the potential energy, and you do simulation steps.
And a damped physical system will converge to a local minimum of the potential energy, so this procedure converges to the local maximum of A.
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For your reference, here’s the standard M step

The key insight we use is can do this constrained minimization by repeatedly applying forces to our object model in simulation, where the forces are 
based on gradient of the objective.
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The steps taken by this minimization procedure have a physical interpretation: these are the dynamics you obtain if you have a physical system where 
the -A is the potential energy, and you do simulation steps.
And a damped physical system will converge to a local minimum of the potential energy, so this procedure converges to the local maximum of A.
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For your reference, here’s the standard M step

The key insight we use is can do this constrained minimization by repeatedly applying forces to our object model in simulation, where the forces are 
based on gradient of the objective.
if you move to the maximum this way, you can enforce the physical constraints in your optimization

The steps taken by this minimization procedure have a physical interpretation: these are the dynamics you obtain if you have a physical system where 
the -A is the potential energy, and you do simulation steps.
And a damped physical system will converge to a local minimum of the potential energy, so this procedure converges to the local maximum of A.
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For your reference, here’s the standard M step

The key insight we use is can do this constrained minimization by repeatedly applying forces to our object model in simulation, where the forces are 
based on gradient of the objective.
if you move to the maximum this way, you can enforce the physical constraints in your optimization

The steps taken by this minimization procedure have a physical interpretation: these are the dynamics you obtain if you have a physical system where 
the -A is the potential energy, and you do simulation steps.
And a damped physical system will converge to a local minimum of the potential energy, so this procedure converges to the local maximum of A.
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In the real time setting, we just do as many EM iterations as possible after each new point cloud is received

----

That graphical model and iference procedure describes what to do for a single image received, assuming that you have an initial estimate of the state--
you do the EM algoirhm until convergence based on that new image.

[CLICK]

Now when we have a sequence of images, we just repeat this process  for each image. We run the EM algorithm until convergence, using the previous estimate as initialization.
In particular, after a new point cloud comes in, we start doing EM iterations, where we do an E step, and then we do a partial M step

In the real time setting, we don’t do EM until convergence, we do it until the next point cloud comes in.
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In the real time setting, we just do as many EM iterations as possible after each new point cloud is received

----

That graphical model and iference procedure describes what to do for a single image received, assuming that you have an initial estimate of the state--
you do the EM algoirhm until convergence based on that new image.

[CLICK]

Now when we have a sequence of images, we just repeat this process  for each image. We run the EM algorithm until convergence, using the previous estimate as initialization.
In particular, after a new point cloud comes in, we start doing EM iterations, where we do an E step, and then we do a partial M step

In the real time setting, we don’t do EM until convergence, we do it until the next point cloud comes in.
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Here’s a demonstration of our algorithm in action.
The algorithm runs in real time--the next two videos of rope manipulation are just screen-captures of the algorithm running on live data.
However, note that the video is sped up 4x.
Here you can see the algorithm running on rope during knot tying.
By the way, we used bullet physics engine--an open source physics engine designed from games which is also popular in robotics. The nice thing is that then we can just throw 
in a robot. now the algorithm knows about the occlusions from the robot, because it’s doing raycast, and it knows about the collision and physical interactions between the robot 
and rope, which greatly improves the tracking.

The next two videos of cloth were run as part of our ground-truth data collection setup. So they have markers on them and lots of texture because we wanted to see how well it 
worked. We actually are using the color here, in a pretty straightforward extension of algorithm I just described to include color--the color makes it work a bit more accurately, 
though it works without color too. We’re not using all the textures information though, just the LAB color values.

And here’s a 3d object. it’s colored but we’re not using any color. The algorithm has a really easy time with this object. this is the sort of problem that most of the past work on 
tracking deformable object deals with--where about half of the object is visible, and it has a fairly low-dimensional space of deformations.
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Fig. 5: Ground truth markers on the objects to be tracked.

and (iii) with point clouds from one RGBD camera without
color features.

Fig. 6: Manipulation experiments during ground truth data
collection with active marker system: human ties a knot
(upper left), robot ties a knot (upper right), human folds a
towel multiple times (bottom).

The tracking algorithm performed the most robustly in
the experiments where a human manipulated cloth. The
algorithm tracked the cloth in a qualitatively correct way
in all three data collection modes in each of the six tasks.
We only observed significant deviations between the state
estimate and reality when one region of the cloth occluded
another region in the single-camera mode, making the state
ambiguous. We measured the mean tracking error by av-
eraging, over all marker observations, the distance from
estimated marker position to actual position. (Each marker
was associated with a particular point on a triangle in the
mesh model, yielding the estimated positions.) The mean
error was 2� 3 cm in the cloth manipulation task, as shown
in Figure 7.

During the human rope manipulation, the algorithm was
also successsful in most trials, i.e., the simulated rope had

the correct toplogy at the end of the manipulation, though
there were a couple failures that occurred when the person’s
hand occluded a critical part of the rope, causing an incorrect
over- or under-crossing. The errors in this task are shown in
Figure 8.

The last type of scenario–robot manipulating rope–was the
most challenging and had the lowest success rate. That is
because we only used the data from a head-mounted camera,
and the rope was mostly occluded by the bulky arms, which
made tracking very difficult. The results from this task are
shown in Figure 9.

Fig. 7: Mean error in cloth manipulated by human.

Fig. 8: Mean error in tracking rope manipulated by human.
Failures are indicated with maximum-height bars in the plot,
indicating that the final configuration is qualitatively different
between the estimated and true state (i.e., the knot is not
completed). The other bars indicate qualitative success.

Our datasets are posted at the project webpage linked to
in the Introduction.

X. FUTURE WORK

One limitation of the proposed algorithm is that once
the state estimate becomes sufficiently far from reality, it
usually does not recover. It would be interesting to augment
the tracking approach we proposed to consider multiple
hypotheses and escape from local minima in the optimiza-
tion. Another interesting extension of this work would be to
combine tracking with model building to incrementally learn
a physical model of a previously unseen object, where the

MoHon	
  capture
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We also performed quantitative experiments, which enabled us to evaluate the robustness and accuracy of our algorithm.
we lined a rope and a flag with LED markers from a commercial motion capture system and recorded videos of them being manipulated by a human or robot, along with the 
ground truth data of the location of all visible markers
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in total, we had 14 video sequences.
We tested them by running the algorithm with the same parameters, of course.
There were a few failure cases, where the tracking got lost, and couldn’t recover, but overall, the tracking algorithm usually managed to track with only a few centimeters mean 
error.
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in total, we had 14 video sequences.
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error.
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in total, we had 14 video sequences.
We tested them by running the algorithm with the same parameters, of course.
There were a few failure cases, where the tracking got lost, and couldn’t recover, but overall, the tracking algorithm usually managed to track with only a few centimeters mean 
error.
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to track an object through deformation
we embed it in a simulation

latent variables match targets to sources
find max of log p by applying forces

we even have a real time implementation
which works for robotic manipulation

[NEXT]
and we showed that you can efficiently do an EM algorithm for MAP estimation under a complicated set of physical constraints with the help of a physical simulator.
This idea has been used before in energy minimization methods, but to our knowledge hasn’t been applied in the setting of doing MAP estimation on probabilistic models.

In our implementation used the open-source Bullet physics engine which is designed for games. But one could just as well use some other physics simulator  like nvidia’s physics 
engine, a surgical simulator, etcetera.
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